Vignetting effect in Fourier ptychographic microscopy
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\textbf{A B S T R A C T}

In the usual model of Fourier ptychographic microscopy (FPM), the coherent microscopic system is approximated by being taken as linear space-invariant (LSI) with transfer function determined by a complex pupil function of the objective. However, in real experimental conditions, several unexpected “semi-bright and semi-dark” images with strong vignetting effect can be observed when the sample is illuminated by the LEDs within the “transition zone” between bright field and dark field. These imperfect images, apparently, are not coincident with the LSI model and could deteriorate the reconstruction quality severely. Herein, we investigate the cause and the impact of model misfit based on ray-based and rigorous wave optics-based analysis. Our analysis shows that for a practical FPM microscope with a low magnification objective and a large field-of-view (FOV), the LSI model breaks down as a result of diffraction at other stops or apertures associated with different lens elements. A modified version of the linear space-variant (LSV) model is derived for quantitative analysis. The spectrum of the object will be modulated unexpectedly by a quadratic phase term relatively if assuming the shape of pupil function is invariable. Two countermeasures are also presented and experimentally verified to bypass or alleviate the vignetting-induced reconstruction artifacts. An adaptive update order and initial guess strategy is proposed and demonstrated for better reconstructions. Our work gives a deeper insight into the vignetting effect on wide-FOV imaging and provides a useful guide for easily achieving improved FPM reconstructions that bypass the adverse effect.

1. Introduction

Fourier ptychographic microscopy (FPM) [1–9] is a fast-growing computational imaging technique with high resolution (HR), wide field-of-view (FOV), and quantitative phase recovery, which shares its root with conventional ptychography [10,11], synthetic aperture imaging [12,13], and structured-illumination imaging [14,15]. Different from the traditional bright-field (incoherent) microscope based on the Köhler illumination, FPM is a coherent imaging technique by replacing the condenser of traditional microscope with a LED array. Instead of starting with HR and stitching together a larger FOV, FPM uses low numerical aperture (NA) objective to take advantage of its innate large FOV and stitches together low resolution (LR) images in Fourier space to recover HR. For a periodically structured sample illuminated by a coherent monochromatic plane wave propagating perpendicular to the sample surface, the classical Abbe’s theory of image formation states that if, and only if, the first order diffraction spots in the Fourier plane images can be collected by the microscope objective lens, then a periodic image will be formed in the real plane of the microscope. However, if the radiation emitted by the source of illumination is not a plane wave impinging perpendicularly to the sample, then the Abbe’s theory statement of image formation should be rephrased as follows: if a fraction of the first order diffraction features can be captured by the microscope objective lens, then the periodic structure of the object will be visible in the image [1–3]. Therefore, the smallest resolvable object detail of FPM is $\lambda/(\text{NA}_{\text{obj}}+\text{NA}_{\text{ill}})$, since higher $\text{NA}_{\text{ill}}$ can be scattered into the objective lens in the coherent case, where $\lambda$ is the wavelength, $\text{NA}_{\text{ill}}$, and $\text{NA}_{\text{obj}}$ are the NA of illumination and objective lens respectively. In fact, this formula can also be generalized to the incoherent case where the $\text{NA}_{\text{ill}}$ is equal to the $\text{NA}_{\text{obj}}$. Due to its flexible setup, promising performance without mechanical scanning and interferometric measurements, FPM has wide applications in the digital pathology [16], whole slide imaging [17], and fluorescence imaging [18,19].

Generally, the coherent microscopic system, for example, the FPM, is simplified to a linear space-invariant (LSI) 4-f imaging system with coherent transfer function (CTF) determined by a complex pupil function of the objective, and a simple convolution operation describing the object-image relationship is applied [1–3,20]. In real experimental conditions, however, there are three phenomena that are not coincident with the LSI model of FPM. First, the simulations are incom-
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sistent with the experimental observations. Several unexpected “semi-bright and semi-dark” imperfect images can be easily observed when the sample is illuminated by the LEDs within the “transition zone” between bright field (BF) and dark field (DF). These imperfect images, apparently, are not coincident with the LSI model where there are only BF or DF images. Second, the resolution with the adjacent tilted incidence is varied with the space compared with the normal incidence. While the cut-off frequency along one axis is invariable theoretically in the LSI model with the adjacent tilted incidence, which means the resolution with the adjacent tilted incidence should not be varied along the relative axis. And similar phenomenon was also observed by Horstmeier et al. [21], the resolution will decrease from the center to the edge of FOV. Third, these imperfect images could deteriorate the reconstructions of FPM severely without block processing. All these phenomena indicate that the model may not be ideally space-invariant but space-variant. In this paper, we investigate the causes and the impact of model misfit based on ray-based and rigorous wave optics-based analysis. Our analysis shows that for a practical FPM microscope with a low magnification objective and a large FOV, the LSI model is destroyed by diffraction at other stops or apertures associated with different lens elements to a large extent, termed vignetting. The pupil function will not always be illuminated fully and is varied with the space. Generally, it is easy to understand the vignetting from the perspective of the geometrical optics. But how the vignetting affects the image quality and reconstructions from the perspective of wave optics is unexplored until now. A modified version of the linear space-variant (LSV) model is derived for quantitative analysis. The spectrum of the object will be modulated unexpectedly by a quadratic phase term relatively if assuming the shape of pupil function is invariable. Different from other system errors, e.g., aberrations [22], LED intensity fluctuations [23], positional misalignment [24,25], and noise [26], which may generate similar artifacts, the vignetting degrades the reconstructions with completely different physical mechanism and cannot be solved with state-of-the-art calibration methods [22–30].

To this end, two simple countermeasures are proposed to bypass or alleviate the vignetting-induced reconstruction artifacts. The first strategy is to divide the FOV into smaller patches, making the space-variability to local space-invariance. The smaller the patch is, the more reasonable the LSI approximation is. Though the FPM is usually implemented based on block processing, the purpose is to save the memory and process data in parallel [1–3]. In other words, we found that the block processing is not an optimal strategy but a policy that must be obeyed. However, only block processing is not enough, because some of small patches may still contain imperfect or incompatible information compared with the ideal (simulated) segments, which may lead to erroneous or unrealistic values in the error matrix and make the algorithm strongly oscillatory or even divergent. Thus, involving these imperfect segments cannot improve the reconstruction quality but will introduce strong artifacts. Based on this idea, the second strategy is to omit those imperfect segments to maintain the consistency of FPM dataset based on automatic outlier removal. The performance has been experimentally verified both with USAF targets and biological samples and been verified with the open data of Tian et al. [31] for cross validation. For those patches near the edge of FOV, the normal incidence light is not always the light from the center LED. An adaptive update order and initial guess strategy is proposed and demonstrated for better reconstructions. Our work gives a deeper insight into the vignetting effect on wide-FOV imaging and provides a useful guide for easily achieving improved FPM reconstructions that bypass the adverse effect.

2. Basic principle of FPM (LSI model)

The schematic and experimental configurations of FPM are shown in Fig. 1. A $32 \times 32$ programmable R/G/B LED array (Adafruit, 4 mm spacing, controlled by an Arduino) is placed at 68.4 mm above the sample, while $15 \times 15$ center LED elements are lighted up sequentially for the data acquisition process. The height is random chosen for illustration. The red, green and blue LEDs have a dominant narrow peak at the wavelength of 631 nm, 516 nm and 465 nm within 20 nm bandwidth respectively, while only the red LEDs are used to provide angle-variant illuminations in this experiment. A compact inverted microscope is used as shown in Fig. 1(a2) with light path diagram, which can be further combined with the fluorescence imaging easily [32]. All the data are captured by a 4×0.1NA apochromatic objective and a 16-bits sCMOS camera (Neo 5.5, Andor, 2160 $\times$ 2560 pixels, 6.5 μm pixel pitch). Though the LED light is partial coherent indeed, the existing algorithms of FPM regard the raw data as coherent case due to two reasons. One is that the bandwidth of our LEDs is within 20 nm, which is very narrow and meets the quasi-monochromatic approximation $\Delta \lambda < \lambda$ [20]. The other reason is that the LED element is very small (3 mm $\times$ 3 mm), namely the light-emitting area is small. When we divide the FOV into many small patches, for example, 200 $\times$ 200 pixels in our experiments, the coherence area [20] defined by $d_e \approx h/\lambda$ is fulfilled, where $d_e$ is the side length of the coherence area, $h$ is the distance between the LED element and the sample, and $b$ is side length of the LED light-emitting area.

In FPM, the problem can be deemed to be a non-convex optimization to recover the HR complex field of the object from a number of LR intensity measurements with different illumination angles. For a finite set of illumination vectors $\mathbf{k}_{i,n}$, each intensity image is denoted by [1–3]:

$$I_i(r) = \left| F \left[ O(k_i) \mathbf{k}_{i,n} \right](r) \right|^2$$

where $r = (x,y)$ denotes the lateral coordinates in the sample plane, $k_i = (k_x, k_y)$ denotes the lateral coordinates in the Fourier domain, $k_i = (k_{x,i}, k_{y,i})$ is the spatial frequency of the local plane wave emitted by each LED; $P(k)$ is the pupil function, $O(k-k_i)$ represents the exit wave at the pupil plane, and subscript $i$ is the sequence number of LR images; $F \{ \}$ is the 2D Fourier transform, which can be defined by

$$T_{i,j}(x,y) = \int g(k_x, k_y) \exp[-j(xk_x + yk_y)] dk_x dk_y$$

where $g(\cdot)$ is a virtual function, $j_\nu$ is the imaginary unit, and the original $2\pi$ in the Fourier transform is contained in the $k$ space. To retrieve the Fourier spectrum of the object function $O(k)$, the well-known solution to FPM uses the incremental gradient approach [26,27], which can be derived by formulating FPM as the following optimization problem to minimize the differences of the amplitude between the simulated patterns and captured images:

$$\min_{O(k)} \sum_{i,j} \left| \sqrt{T_i(r)} \left| F \left[ O(k) \mathbf{k}_{i,n} \right](r) \right| \right|^2$$

The algorithm uses only one intensity measurement for each update and after all the measurements are utilized once can be regarded as a single iterative process. The whole iterative process is repeated for several times until the error matrix convergences. The error matrix can be defined as [26]

$$\epsilon = \sum_i \left\| \sqrt{T_i} - |FP_iO| \right\|^2$$

which quantifies the overall difference between the estimated intensities and the experimentally captured ones. It is not difficult to understand that a reasonably ‘good’ estimate of $O$ should create a sparse error matrix with values as small as possible.

3. Vignetting effect in a practical wide-field microscopic system

There are three phenomena that are not coincident with the usual LSI model of FPM. First, the simulations are inconsistent with the experiments. The LR images are simulated according to the LSI model as shown in Fig. 2(b) with either BF or DF images. However, in real experimental conditions, several unexpected “semi-bright and semi-dark” images with strong vignetting effect can be easily observed when the
sample is illuminated by the LEDs within the “transition zone” between BF and DF, as shown in Fig. 2(c).

Second, the center of USAF target is placed at red, green and blue rectangular regions respectively as shown in Fig. 2(c) and their corresponding profiles of element 1–3, group 7 (3.10–3.91 μm) with normal incidence and the adjacent tilted incidence respectively are shown in Fig. 2(d) and(e). The resolution with the adjacent tilted incidence is varied with the space compared with the normal incidence. While the cut-off frequency along x-axis is invariable theoretically in the LSI model with the adjacent tilted incidence, which means the resolution with the adjacent tilted incidence should not be varied along the x-axis. And similar phenomenon was also found by Horstmeyer et al. [21], the resolution will decrease from the center to the edge of FOV.

Third, with the captured datasets in experiments, the reconstructions cannot be implemented without block processing (direct full-FOV reconstruction) due to the misfit of the imaging model. The contrast of intensity and phase decreases and there will be obvious wrinkles especially at the edge of FOV as shown in the green and purple regions of Fig. 3(a) and(b). The close-ups are shown in Fig. 3(d1)–(d4). The spectrum is enlarged, as shown in the red arrow of Fig. 3(c).

4. Linear space-variant (LSV) model

By inspecting the ray-based schematics shown in Fig. 4(a), it is not difficult to understand the causes of the above-mentioned phenomena. In the conventional analysis of 4-f imaging systems with coherent illumination, it is generally assumed that even though an imaging system may consist of several optical elements, respectively with its own aperture, these elements are often lumped together in a single “black box,” and only the exit or the entrance pupil is used to describe the effects of diffraction [20,33,34]. In the paraxial regime, this simplified analysis indeed results in a LSI model. However, if the objective L₁ is not infinite in extent, the wave leaving L₁ is subject to the effect of diffraction by the lens aperture itself. Often the diameter of tube lens L₂ is greater than objective L₁, L₂ can be infinite to some extent, and vignetting can be introduced by the finite aperture of the objective L₁. Point source PSVL (pink
light) marks the onset of vignetting in the geometrical optics regime, and we use the subscript VL to refer to this point as the vignetting limit. For even farther off-axis point, for example, the green light in Fig. 4(a), the aperture delimiting \(L_1\) eliminates part of the light and the aperture in Fourier plane is thus no longer fully illuminated. With vignetting, the region of the Fourier plane aperture that is no longer illuminated cannot contribute to the distribution in the image plane. The consequences of this diffraction depend on the location of the point source, and thus the imaging operation is space variant and must be described not by a convolution integral but rather by a more general superposition integral.

From the perspective of wave optics with coherent illumination as shown in Fig. 4(b) for illustration, we simplify the system to a single lens system with focal length \(f\), the field \(U_1\) can always be represented as superposition integral as follows, since the wave propagation is linear. Note that Fig. 4(a) and (b) are two separate systems and the coordinate system has been rotated symmetrically.

\[
U_i(x, y) = \iint h(x, y; \xi, \eta) U_0(\xi, \eta) d\xi d\eta
\]

where \(h(*)\) is the point spread function (PSF) of this system. In order to get the PSF, let the object function be a \(\delta\) function at the \((\xi, \eta)\) plane. Then with the Fresnel transform, the optical field of image plane can be given by [20]

\[
\begin{align*}
&h(x, y; \xi, \eta) = \exp \left[ -\frac{jk}{2z_1}(x^2 + y^2) \right] \exp \left[ \frac{jk}{2z_2}(\xi^2 + \eta^2) \right] \\
&= \iint P(r, \theta) \exp \left[ jk \left( \frac{1}{z_1} + \frac{1}{z_2} - \frac{1}{f} \right)(r^2 + \theta^2) \right] \\
&\times \left| -jk \left( \frac{1}{z_1} + \frac{1}{z_2} + \frac{1}{f} \right) r + \left( \frac{1}{z_1} + \frac{1}{z_2} \right) \theta \right| d\theta d\phi
\end{align*}
\]

where \(P(r, \theta)\) is the pupil function of the lens, and the constant term is ignored. There are three quadratic phase factors. The term in integral can be easily eliminated if the equation \(1/z_1 + 1/z_2 = 1/f\) holds, which is the precondition for imaging, where \(z_1, z_2\) are the object distance and image distance respectively. The other two terms are outside the integral. The one which is associated with the image plane can be ignored if we only consider the intensity. The residual term, which is associated with the object plane, is really intractable since it contains the integral term with respect to the \((\xi, \eta)\) in Eq. (5) and will have a significant impact to the final results. Goodman et al. [20,35] have discussed and proposed the approximate condition to compensate or ignore it in detail. And consequently, the generally used and simplified formula of PSF is well known as follows, which is the Fourier transform of pupil function.

\[
h_\delta(x, y; \xi, \eta) \approx \iint P(r, \theta) \exp \left( -\frac{j}{\lambda z_2}(x - M\xi) + \frac{j}{\lambda z_2}(y - M\eta) \right) d\phi d\theta
\]

where \(M\) is the magnification, which is equal to \(-z_2/z_1\), and the constant term is ignored. The simplified PSF is space-invariant and the observation field can really be calculated with Eq. (1). However, the approximation condition of the term associated with the object plane cannot be satisfied in FPM, since the objective cannot be deemed to be infinite in extent again. Thus the rigorous PSF is

\[
h_\delta(x, y; \xi, \eta) = \exp \left( -\frac{j}{2\pi}(\xi^2 + \eta^2) \right) h_\delta(x, y)
\]

In Goodman’s book [20], it only gives the simplified formula and does not discuss the situation further if the approximate condition is not satisfied. Here we take the Eq. (8) into Eq. (5) and let \(\xi' = M\xi, \eta' = M\eta\) and unexpectedly derive our LSV model as follows.

\[
U_i(x, y) = \frac{1}{|M|} U_0 \left( \frac{x'}{M}, \frac{y'}{M} \right) \exp \left[ \frac{jk}{2\pi}(\xi'^2 + \eta'^2) \right]
\]

\[
h_\delta(x - \xi', y - \eta') d\xi' d\eta'
\]

And we rewrite it to

\[
U_i(x, y) = F^{-1} \left\{ F \left\{ \frac{1}{|M|} U_0 \left( \frac{x}{M}, \frac{y}{M} \right) \exp \left[ \frac{jk}{2\pi}(\xi^2 + \eta^2) \right] \right\} \right\}
\]

\[
P(-\xi f_z, -\eta f_z)
\]

where \(f_z = \tau/\lambda z_2, f_o = \nu/\lambda z_2\), and the constant term is ignored. The spectrum of object function will be modulated unexpectedly by a quadratic phase term if assuming the shape of pupil function is invariable according to the quantitative expression of Eq. (10).
In simulation, we set M is $-4\times$, NA is 0.1 and found f is equal to 50 mm while $z_1$ is equal to $(|M| + 1)/|M|$ and $z_2$ is equal to $|M|z_2$ respectively. Fig. 5(a) shows the simulations with our LSV models, which closely match the experimental observations as shown in Fig. 5(b) (i.e. Fig. 2(c)). And with the simulated data, the reconstructed intensity, phase, and Fourier spectrum without block processing are shown in Fig. 5(f)–(h), respectively, which nearly reproduce the results shown in Fig. 3. There will be obvious phase ramp and wrinkle at the edge of FOV and the spectrum has also been enlarged as shown in red arrow in Fig. 5(h). Generally, in the LSI model, object spectrum demonstrates a punctual central frequency at origin, as shown in Fig. 5(c). If the cut-off frequency contains the spike frequency, the LR image is a BF image, otherwise it is a DF image. However, in LSV model the object is modulated unexpectedly by a quadratic phase term shown in Fig. 5(e), which broadened the spectrum into a square shape, as shown in Fig. 5(d). Note that similar problems are also encountered in digital holographic microscopy [36], That is the reason that why the recovered spectrum in Fig. 3(c) and Fig. 5(h) was enlarged. Only if the FOV is sufficiently small and is in the central region (indicated by the green arrow) of the quadratic phase distribution shown in Fig. 5(e), the LSV model can be degenerate into the LSI model.

Compared with the other four known system errors in FPM, the model of Eq. (1) will be modified to

$$I_i(r) = w_i \left| \int_{|k| \approx |k_i| - \Delta k_i} e^{i(k \cdot r)} d\mathbf{k} \right|^2 + I_{n,i}$$

where the weight factor $w_i$ is introduced by the LED intensity fluctuations [23,25], the phase term $\phi$ is introduced by the aberrations [22], which is included in the pupil function, the intensity term $I_{n,i}$ is introduced by the noise [26,29]. However, the positional misalignment [24,25] would make the estimation of $k_i$ not precise and introduce the term $\Delta k_i$. Our LSV model of Eq. (10) for vignetting would degrade the reconstructions with different physical mechanism apparently, while other system errors are under the case of LSI model and those state-of-the-art calibration methods cannot be used to solve the error from vignetting effect.

5. Countermeasures for the LSI-induced artifacts

5.1. Local linear space-invariance approximation

The LSV model can well explain the phenomena described in Section 3, but it cannot fully match the realistic conditions since i) There are apparent Gibb's phenomena [37] at the edge of clear aperture shown in Fig. 5(a); ii) An objective is generally a complex set of optics, which cannot be precisely modelled by a single-lens system; iii) Uncertain aberrations, stray lights, noise and the partial coherence of the LED light source cannot be evaluated precisely either. All these factors will smooth the contour of transition regions. But except for these edge parts, the internal BF and external DF are well coincident with the observations. It should also be noticed that these abnormal images are quite difficult to be precisely characterized by merely improving the LSI imaging model because too many factors, e.g. aberrations, stray lights, noise, and partial coherence of the illumination, are involved in the image formation. Therefore, directly using the LSV model for the reconstructions of FPM is difficult and even impossible. Besides, the optimization problem might be significantly complicated due to the changes of cost function and gradients and other parameters for different objective lens. Otherwise, we must measure the space-varied CTF precisely.

So the first strategy we propose is to divide the FOV into smaller patches, making the space-variance approximate to local space-invariance. The smaller the patch is, the more reasonable the LSI approximation is. The reconstructions of the USAF target of the blue and red regions in Fig. 2(c) are presented in Fig. 6. With block processing, the segments of central blue region of Fig. 2(c) as shown in Fig. 6(c), which are matched with the LSI model, since the center region can be deemed to be space-invariant illustrated in Fig. 5(e). And the reconstructions are improved compared with the results without block processing in Fig. 3. However, only block processing is not enough, because the small patches may still contain several imperfect or incompatible segments compared with the simulated segments, especially those patches that are not the center of the FOV. For illustrations, the segments of the red region in Fig. 2(c) as shown in Fig. 6(d) are not matched with
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the ideal model. And there will obvious artifacts in its reconstructions as shown in Fig. 6(b1) and the spectrum (red arrow) is still a little enlarged even being divided into small patches compared with Fig. 6(a), although they are much better than the results without block processing as shown in Fig. 3(c). The update order is fixed for all the results unless otherwise noted as shown in the sequence numbers of Fig. 6(d). The error matrix is used to evaluate the reconstruction quality as shown in Fig. 6(e) and (f). All the error curves have been normalized by dividing the sum of raw segments. One full iteration contains 255 updates (sub-iterations) since we capture 255 LR images. The red line shows the error with iterations, while the blue line shows the error with sub-iterations for each segment. The FPM algorithm converges within 24 iterations, i.e., 5400 updates. Ideally, each image should contribute a small portion of increment to the error matrix during iterations. However, the imperfect or incompatible segments (red boxes in Fig. 6(d)) lead to several abnormal jumps of the error matrix for every iteration if we compared the subgraph of Fig. 6(e) with Fig. 6(f). The error in the subgraph of Fig. 6(f) is 3 times higher than the ideal situations in Fig. 6(c) after the first iteration and will be enlarged with more iterations (note the significant difference (0.09 and 18) of the maximum y-coordinate between Fig. 6(e) and(f)). These two imperfect or incompatible segments make the algorithm strongly oscillatory and finally divergent, as shown in Fig. 6(e). The reconstruction result shown in Fig. 6(b1) suggests that involving these imperfect segments cannot improve the reconstruction quality but may introduce strong wrinkling artifacts.

5.2. Further improvements based on automatic outlier removal

In last section, we know that in order to achieve better reconstruction results, it is better to reject these imperfect segments and only use the remainder compatible intensity measurement for FPM reconstruction. Thus, the second strategy is developed to automatically detect and omit those imperfect segments to maintain the consistency of FPM dataset and to bypass or alleviate the vignetting-induced reconstruction artifacts. Comparing those BF images or DF images in both LSI with LSV models, the differences are not huge in the small segments, but the imperfect segments will have distinct intensity differences. The LSV model can help us to automatically detect those images rather than human intervention by setting a threshold value to the difference of LSI and LSV model as follows.

\[ I_{LSI} - I_{LSV} \geq 0.1 \]  \hspace{1cm} (12)

The datasets have been preprocessed and normalized [29]. We further found that the performance of the automatic outlier removal strategy is not quite sensitive to the choice the threshold. Because the differences between the BF and DF images are significant [26]. A reasonably good result can always be obtained by fixing the threshold to 0.1, which makes our approach nonparametric and very easy to use in practical applications. Compared with the method to compare the simulated patterns in LSI model with the captured segments, our method will be more precise in selecting those imperfect segments, since both models are simulated models and there is no disturbance of the noise and stay light, and the sequence number of the imperfect segments can be obtained before the FPM reconstruction procedure when the patches have been divided, which will be much helpful for the GPU acceleration of FPM. Therefore, two segments marked in red boxes as shown in Fig. 6(d) are selected with our second strategy, which will be skipped during the update procedure. The reconstructions with our two countermeasures are shown in Fig. 6(b2). Compared with Fig. 6(b1), the artifacts are removed and the Fourier spectrum distribution returns to normal compared with Fig. 6(a).

In addition, we also tested our method in biological samples with our experimentally captured data (rabbit tongue section) and the open-source data (dog stomach cardiac region samples) of Tian et al. [31] for cross validation, as shown in Fig. 7 and Fig. 8 respectively. The system parameters of our data are the same with former experiments. The FOV of rabbit tongue section captured by a 4×/0.1NA objective and one of its small patches (200 × 200 pixels) far from the center FOV are shown in Fig. 7(a) and (a1), respectively. While the FOV of dog stomach cardiac region sample captured by a 4×/0.1NA objective and a 2× relay lens and one of its small patches (200 × 200 pixels) far from the center FOV are shown in Fig. 8(a) and (a1), respectively. The phase information is more important for the biological samples and the phase reconstructions are shown Fig. 7(b1) and Fig. 8(b1) with only the block processing, and obvious artifacts can be observed. But with our second strategy, the segments marked in red boxes in Fig. 7(c) and Fig. 8(c) are selected and
Fig. 7. (a,a1) The FOV of rabbit tongue section captured by a 4×/0.1NA objective and one of its small patches (200 × 200 pixels) and its close-up. (b1,b2) The phase reconstructions with and without automatic outlier removal respectively; (a1,b1,b2) share the same scale bar of 100 μm. (c) The small segments and automatically selected segments to be omitted (red boxes). (d,e) The error matrix with or without automatic outlier removal respectively. Red line, error curves with iterations; blue line, error curves with sub-iterations for each segment. A full iteration contains 255 updates (sub-iterations).

Fig. 8. (a,a1) The FOV of dog stomach cardiac region sample captured by a 4×/0.1NA objective and a 2× relay lens and one of its small patches (200 × 200 pixels) and its close-up [31]. (b1,b2) The phase reconstructions with and without automatic outlier removal respectively; (a1,b1,b2) share the same scale bar of 100 μm. (c) The small segments and automatically selected segments to be omitted (red boxes). (d,e) The error matrix with or without automatic outlier removal respectively. Red line, error curves with iterations; blue line, error curves with sub-iterations for each segment. A full iteration contains 293 updates (sub-iterations).
omitted automatically. And the reconstructions are shown in Fig. 7(b2) and Fig. 8(b2) respectively, which are improved. To evaluate the image quality, the error matrix with or without automatic outlier removal are shown in Fig. 7(d) and (e), Figs. 8(d) and (e) respectively. The error in the subgraph of Fig. 7(d) is 10 times higher than our methods in Fig. 7(e) after the first iteration and will be enlarged with more iterations (note the significant difference 0.025 and 6) of the maximum y-coordinate between Fig. 7(d) and (e)). These two imperfect or incompatible segments make the algorithm strongly oscillatory and finally divergent. But after 30 iterations, i.e. 6750 updates (sub-iterations), the error matrix converges to around 0.01 with our methods. While the error in the subgraph of Fig. 8(d) is 7.5 times higher than the other methods in Fig. 8(e) after the first iterations. The error of Fig. 8(e) converges to 0.008 within 30 iterations, i.e. 8790 updates (sub-iterations) since 293 images are collected in Ref.30, which is much lower than the error in Fig. 8(d). It can be concluded that our method can recover the phase of the sample very well and avoid appearing pleated artifacts which are caused by the vignetting.

6. Adaptive update order and initial guess strategy

Generally, the update order is fixed for all the patches from the center segments to the peripheral segments, and the center LR image is usually chosen as the initial guess in the FPM [1–3]. However, there may be a shift for all the BF segments when the patch is near the edge of FOV as shown in Fig. 9, since the normal incidence light for different patches is not always the light from the center LED. The experiment parameters are the same as Fig. 7. The reconstructions become bad as shown in Fig. 9(b1) if we still use the fixed update order and initial guess (Fig. 9(a1)) scheme for this patch. Initial guess as discussed in [4,31] works best from an image acquired during the experiment that closely resembles the final image. So the segment marked in green box should be chosen as the initial guess in this case and its close-up is shown in Fig. 9(a2). Compared both initial guesses, Fig. 9(a2) has better contrast than Fig. 9(a1) and is closer to the final image. And the update order as discussed in [38] works best with the intensity order. So combined with the two previous countermeasures, we propose an adaptive update order and initial guess strategy. First, we select out those BF segments (green dashed box in Fig. 9(c)) whose illumination NAs (NA_{ill}) are lower than the objective NA (NA_{obj}) and set the segments with the lowest NA_{ill} as the initial guess (green solid box). Second, we sort the segments except for those deserted segments with the intensity from high to low as the update order (sequence number in Fig. 9(c)) and all the BF segments should be updated firstly before the DF segments. The reconstructions are improved with our strategy as shown in Fig. 9(b2). It can be concluded that our method can recover the sample very well, especially those patches at the edge of FOV.

7. Conclusions and discussions

Our analysis shows that for a practical FPM microscope with a low magnification objective and a large FOV, the LSI model is destroyed as a result of diffraction at other stops or apertures associated with different lens elements. A modified version of the LSV model is derived for quantitative analysis. The spectrum of the object will be modulated unexpectedly by a quadratic phase term if assuming the shape of pupil function is invariable. However, directly using the LSV model for the reconstructions of FPM is difficult and even impossible. Therefore, two countermeasures are also presented and verified to bypass or alleviate the vignetting-induced reconstruction artifacts. An adaptive update order and initial guess strategy is proposed and demonstrated. So far, the main error sources in FPM come from five parts, i.e. aberrations, LED brightness fluctuations, LED positional misalignments, noise and vignetting effect, all of which may severely degrade the reconstruction results with similar artifacts unexpectedly despite the different generation mechanisms. Even the systematic error is generally a mixture of various error sources in the real situation. The conflict of different advanced algorithm for different error sources have been revealed by Pan [25]. But fortunately, our countermeasures for vignetting can be directly combined with other state-of-art algorithms, since the most important contribution of our strategies for FPM is to seek out those imperfect segments exactly and aforeshand, and to degenerate the LSV model to LSI model for other methods to combine freely.

Finally, it should be mentioned that in this work, we are mainly focusing on imaging absorbent samples in which the effect of phase component can be neglected. Benefiting from the inherent data redundancy of FPM, the amplitude information in the missing spectrum regions corresponding to the omitted intensity segments can be automatically filled by other adjacent intensity segments. However, when the sample contains strong phase effect, these “semi-bright and semi-dark” images located at the edge of the NA of objective contains the crucial low-frequency phase information which cannot be supplied by other images [8]. Thus, simply omitting these imperfect images may result in inaccurate phase reconstructions, which may not be the optimal solution. Thus, how to handle the vignetting effect for both cases (amplitude and phase imaging) is an interesting direction for further investigation.
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